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Release Notes for 1.4

1 General

CODA 1.4 contains significant performance enhancements and new features relative to
the 1.2 release, as well as a number of changes designed to allow the experienced user
the ability to more easily customize service communication and data flow. For a com-
plete list of changes, see “New Features” below.

CODA 1.4 no longer supports the use of DataViews for the SlowControls display or
graphics display in RunControl. Hence, CODA 1.4 may be used without either a Data-
Views development or run-time license.

A VxWorks target license is required (and can be purchased directly from CEBAF) for
each single board computer (FASTBUS, VME or CAMAC) used as a readout control-
ler; a development license is not required.

2 New Features since Version 1.2

* Support for HP-UX operating system (as of 1.3b).

* RunControl enhancements including: remote status display, graphical display
history of event/data rates, switchable options for event logging, automatic halt of
run after user specified event/data limit, automatic restart of a run after an end or
service crash, and execution of multiple user written shell scripts during any of the
transition events of RunControl (i.e. prestart, go, end, etc...).

* Improved network dataflow from ROC to EB using TCP streams over both ethernet
as well as FDDI.

» Alternate data path for the FSCC readout via parallel link into VME memaory.

» Support for the CEBAF trigger supervisor including both software and hardware
modules.

» Support of “asynchronous” ROCs sending events to the event builder.

* ROC and Event builder support for syncronization events (issued by trigger
supervisor).

* ROC event size limits have been increased. By default a single event can be
16KBytes (4096 FB data words). The user can adjust the ROC buffer’s high water
mark to allow events as large as 32Kbytes.

» Support for multiple data spies on a single event stream.

» CAMAC readout supported (Library and ROC) for the CES VCC2117 Intelligent
Crate controller with ethernet interface.

» Expanded Readout Control Language including a new crl interppatdor

converting crl --> ¢ code. There have been a number of FASTBUS readout options
added to improve the execution speed of the trigger lists.



3 Problems Fixed

* There are no problems only “features” which are constantly being “enhanced” to
better enable the user to improve his/her data acquisition system.
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CHAPTER 1
1

Introduction to CODA

11

CODA (CEBAF Online Data Acquisition) is the data acquisition system for physics
experiments running at CEBAF. This manual describes version 1.4 of CODA, which is
the initial working version for CEBAF Hall C experiments. This release of CODA is
appropriate for both detector prototyping/testing systems as well as moderately complex
experimental systems requiring /O throughputs of greater than 1Mbyte/sec (FDDI). It
is intended as a “bridge” release to CODA 2.0 implementing a number of features nec-
essary for running CEBAF online experiments but still considered as a system under
development.

CODA 1.4 Capabilities

CODA 1.4 is designed to run on both an HP_UX (Hewlett-Packard/RISC) as well as an
Ultrix (DEC/RISC) host, connected via ethernet or FDDI to multiple intelligent front

end crates, FASTBUS and VME. CAMAC crates may be interfaced through VME or
stand alone (using the CES VCC2117 controller). If events are acquired over ethernet,
data rates are limited to roughly 250-700 kbytes/sec depending upon the single board
computer used. Using FDDI (through a VME interface) practical data rate limits are
roughly 2.5-3.0MBytes/sec. Event rates are limited by the front end latency and the size
of the event, with rates as high as 2-3 kHz measured for reading a single module in
FASTBUS over ethernet, and 16 kHz for reading a single register in VME.

The main run control portion of the software runs as a single process on a Unix worksta-
tion (single user operation), and can communicate with one or more FSCC'’s (FASTBUS
Smart Crate Controller) and/or one or more VME/CAMAC single board computers, up
to 32 total. These front end computers, referred to as Read Out Controllers (ROC), run a
multi-tasking real-time kernel called VxWorks.

Trigger information may be fed directly into each ROC or into the Trigger Supervisor
(TS), a high speed custom trigger interface designed at CEBAF. The Trigger Supervisor
supports up to 12 inputs with pre-scaling by up% As many as 3 levels of experi-

ment specific trigger logic may be connected to the TS for hardware event selection.

On-line analysis takes place as a single process running on a Unix workstation (not nec-
essarily the same machine as is running Run Control). Event fragments from all ROC's
are automatically merged into a single event by an Event Builder (EB) and presented to
the user’s analysis program. Events which pass the user’s selection criteria may then be
written to a disk file or directly to tape.

Direct control/monitoring of experimental apparatus is no longer supported with CODA

1.4. The old Slow Controls package is currently being replaced with an interprocess
communications interface with EPICS (Experimental Physics and Industrial Control

CODA User's Manuall-1
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System). The EPICS system is now the supported slow controls interface at CEBAF for
both the accelerator as well as the experimental halls. A number of EPICS control sys-
tems (including HV control/monitoring) are in development by the Data Acquisition
Group. See Appendix D for more information.

Future Evolution

121

1.2.2

1.2.3
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The next planned release of CODA for 1995 is Version 2.0. A number of enhancements
will be implemented in order to support larger and more complex experimental systems.
Some of these as well as future improvements are described below.

Hardware Upgrades

To remove the ethernet bottleneck, FDDI and other data links (i.e. ATM) will be sup-
ported to move data from VME crates to the event builder. (FDDI is now in operation at
CEBAF). This will take place in two steps: first, links from FASTBUS into a VME crate
will allow for building events under the control of a single board computer at VME
backplane speeds (~10-15 Mbytes/sec), and forwarded to the event builder over FDDI
or other available link. Later, a parallel event builder will be added to expand the band-
width to over 100 Mbytes/sec. This may require custom hardware, but the preference is
for future networking technology to meet this need.

Support for multiple workstations and processors in a processor farm will be added
within a year. This will allow on-line analysis capability to be expanded to hundreds or
thousands of MIPS.

CEBAF has begun testing CAMAC crate controllers with built in processors and ether-
net interfaces. This will permit high performance, small data acquisition systems to be
constructed from a workstation plus a single CAMAC crate with only an ethernet con-

nection between them.

Software Upgrades

A version of the run control interface is now being tested which allows for multiple
operators. That version (2.0) will also support running multiple copies of CODA (run-
ning different experiments) to co-exist on a single Unix machine.

Following that version, security and locking features will be added. In addition, graphi-
cal configuration editors will be added to aid in setting up CODA. Error logging and
handling capabilities will be greatly enhanced by a new distributed message handler,
which will include logging and report generation capability.

Data logging will be expanded to include support for labelled tapes (DAT and 8mm at
first).

Platform Independence

Ports to additional workstations (other than ULTRIX and HP-UX) may be done by col-
laborating labs, with required changes merged into the sources at CEBAF (conditional
compilation). Attempts will be made to keep CODA compliant with programming stan-
dards such as POSIX, ANSI C, etc., so that it should not be too difficult to port to addi-
tional hosts.
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Reference Materials

Support for additional FASTBUS, VME, and CAMAC interfaces will be added when
there is a compelling need. Support for a real-time kernel other than VxWorks is not
currently being considered.

Reference Materials

14

Other documents and manuals which will be useful in understanding and using CODA
include:

1. CODA Application Notes
2. [WWW (Mosaic) CODA Home Page

3. |The Trigger Supervisor User’s Gulde

4. PAW Reference Manual (and associated CERNLIB manuals)

How to Report Problems

15

Please mail any bug or problem reports to coda@cebaf.gov, including a description of
the problem and including any relevant configuration files which may be needed to
reproduce the problem. Also include a description of the hardware used. Suggestions for
improvement are also welcome.

Joining the CODA Mailing List

CEBAF is now running a mail server which supports user subscribable mailing lists. To
improve communications with CODA users and interested parties, a new mailing list

has been created. To join the list, send a message to mailserv@cebaf.gov containing the
line:

SUBSCRIBE CODA-L

To remove yourself from the mailing list send the line
UNSUBSCRIBE CODA-L

To get help on other capabilities of the mail server, send the line
HELP

Mail sent to the address coda-l@cebaf.gov will be forwarded to all subscribed users.
This will be one important mechanism that the CODA developers will use to post prob-
lem fixes and announcements of new versions.

In addition to the mailing list, the CEBAF Data Acquisition Group maintains a WWW
site accessible via the CEBAF home page ( http://www.cebaf.gov/ ). General informa-
tion about CODA, current developments and releases etc. can be obtained from this site.

CODA User’'s Manuall-3
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CHAPTER 2

CODA Architectural
Overview

2.1

This chapter gives an overview of the system architecture for CODA. Operating instruc-
tions for each component of the system will be given in the next chapter.

The system can be broken down as follows:

trigger system

front end crates (digitizers, etc.)
event builder

on-line processing

event logging

o gk~ W NP

host computer and X-windows displays
This chapter will discuss first the data flow from trigger to tape. Next an overview of the

run control architecture will be given (how a user controls data acquisition), and finally
the set of offline data analysis/monitoring tools will be described.

Data Flow

211

Valid triggers cause the digitizers(ADC/TDC) to convert and be read out in the front end
crates. Data from each crate is then transmitted to the event builder and then to an on-
line analysis program. Events which pass a software filter (if any) may be written to an
event file. The following sections describe this process in more detail.

The Trigger System

The trigger system contains the logic capable of making very fast decisions about when
to acquire a physics or calibration event. These decisions are generally made using a
small subset of the detector signals. Each experiment will, of necessity, design trigger
electronics customized to that experiment. In order to simplify system integration, a
common trigger interface, called the Trigger Supervisor, has been designed. For small
systems or test setups, the Trigger Supervisor may be omitted.

The Trigger Supervisor

Frequently, trigger systems are built with 2 or 3 levels of event selection logic. The first
level makes a very simple and fast decision based on hits in scintillators or other fast
detectors. To keep deadtime low, this logic must operate at the highest rate (physics +
background) expected by the experiment. When an event passes this level 1 trigger,
more complex computations are performed by the level 2 logic. The level 2 trigger need
only be capable of handling (with low deadtime) the output of the level 1 logic.

CODA User's Manual2-1
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The CEBAF Trigger Supervisor (TS) is capable of interfacing with up to 3 levels of
experiment specific trigger logic, with 12 independent level 1 inputs. Eight of the 12
inputs can be prescaled (4 by up %6)2and each can be individually enabled or dis-
abled. When any input is accepted, all 12 trigger inputs are latched to form a 12 bit
address. Using this address, three items are retrieved from local fast memory: the event
class type (how many levels of triggering for that event), a level 1 mask (How many of

8 total outputs fire, useful for conditionally generating gates), and a readout list number
(physics event type, forwarded to the readout controllers).

A sequencer is then started which handshakes with any higher level trigger logic. Once
a trigger passes the highest level trigger and the digitizers have completed their work,
the event type (readout list number) is forwarded to all front end crates instructing them
to read out that event. Simultaneously, if the multi-event buffers (described below) are
not full, the TS enables level 1 triggers again. (See the Trigger Supervisor User’s Guide
for a detailed description of the capabilities and use of the Trigger Supervisor.)

Custom Triggers

Alternatively to the Trigger Supervisor experimenters may produce a completely cus-
tom trigger system which interfaces to each ROC (readout controller) using a subset of
the TS-ROC cable protocol. A hardware trigger interface card has been developed for
both the FSCC and VME ROC:s to facilitate this implementation. This subset allows up
to 4 trigger bits to be latched upon receipt of a strobe signal. Then each ROC signals its
availability to receive the next trigger via an acknowledge (output) signal.

See the application notes for further details, including example NIM hardware for
implementing the necessary external logic for a single FASTBUS ROC.

This mode of operation is expected to be used primarily in small systems not requiring
the full capabilities of the Trigger Supervisor.

Front End Crates

Signals from the detectors are processed by boards in FASTBUS, VME, VXI, or
CAMAC crates. These boards are then read out by a processor referred to as a “read out
controller” (ROC). Generally, a single ROC handles only one crate of electronics (for
performance reasons).

The ROC serves 4 main functions:

communicate with the Trigger Supervisor
read event data
send event fragments to the event builder

perform setup and initialization functions on its crate of electronics at the request of
the host computer.

A w0 DN PE

The ROC for FASTBUS is the FSCC (FASTBUS Smart Crate Controller), a Fermilab
designed board manufactured by BiRa. It is a sequencer based single board design with
an on-board 68020 and an ethernet interface. The VxWorks operating system has been
ported to the FSCC at CEBAF, and it has passed performance tests. Established mea-
surements confirm a 20Mbyte/sec handshaked data transfer rate and up to 40 Mbyte/sec
read rate for high performance slaves implementing pipeline transfers. A slot addressing
overhead of <1@isec under processor control has been measured with currently sup-
ported FB library routines (sequencer controlled AS/AK lock time has not been mea-
sured). In addition to the ethernet interface there is a sequencer controlled parallel
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2.15

2.1.6

Data Flow

output port capable of transferring data (10-20 meters) at 40Mbytes/sec into a VME
based dual ported memory.

For VME and VXI, single board computers running VxWorks (68K based) are required.
These boards are available from a large number of manufacturers with VxWorks sup-
port. CEBAF is currently using Motorola's MVME167and MVME162 68040 boards.
For a VME FDDI interface CEBAF has implemented the Rockwell CMC1150 series
with a VxWorks Driver support package from Ross Microsystems.

For users requiring CAMAC front end crates, the Kinetic Systems VME interface
(model KS 2917) is supported (requires KS 3922 crate controller). Direct CAMAC
readout through the CES VCC2117 Smart Crate Controller (with ethernet interface) is
also supported. Since all CAMAC I/O is done through the CAMAC standard routines,
any other interface for which these routines are available will also work (e.g. the CES
branch highway interface).

The Event Builder

Each ROC operates independently, reading and buffering its event fragments and then
sending it via ethernet/FDDI to the event builder process on a Unix workstation. This
process can handle multiple connections (up to 32 ROC’s), and builds the event into the
CEBAF common event format (see Appendix E). Event fragment numbers are checked
to detect missing data. If synchronization events are implemented (through the Trigger
Supervisor) then the event builder can automatically resyncronize the event stream flag-
ging the previous section of “bad” events.

The Event Builder supports spying on the data stream from multiple sources (i.e. copy
an event from the stream), as well as inserting user specified events into the event
stream, through a remote procedure call (RPC) interface.

On-line Analysis

The on-line analysis program is written by the experimenter using utility routines from
CODA to read and write events. HBOOK routines from the CERN program library are
recommended for histogramming applications because of the large number of compati-
ble utilities and routines.

It is possible to improve performance by incorporating both the Event Builder and the
Analyzer into a single program. The commanda_ebanas the default Event Builder/
Analyzer provided with CODA.

Event Recording

All events are written in a CEBAF standard event format (see Appendix E). Currently
users can log event data to standard file system named output files. Rudimentary support
for writing directly to tape is provided by using the tape (8mm or DAT) device file as the
logging file name (i.e. /dev/rmt/Omn).

Histogram Display

The CERN program PAW (Physics Analysis Workstation) may be used to interactively
display HBOOK histograms either live (ULTRIX only) or stored on disk. This very
large and capable program includes data manipulations, peak fitting, and many other
features. (See the PAW Reference Manual for more information).

CODA User’'s Manual2-3
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Diagnostic Event Dump

CODA contains a diagnostic utilitgéfdmpxcefdmp to print the contents of an event
in an easy to read format. Recursively embedded structures are displayed along with
ASCII titles obtained from an event tag dictionary customized by the user.

The X-windows version of this dump utility presents the structure of the event in a
graphical form, with data optionally shown in pop-up windows.

2.2 Run Control Architecture
The data acquisition system is controlled by a single Run Control process running on a
host machine or workstation. This program views the experiment as consisting of a
number of subsystems; each subsystem in turn contains one or more components. The
following subsystems are implemented:
1. user trigger system
2. trigger supervisor
3. readout controllers (1 or more)
4. event builder
5. analysis (currently a single Unix process)
6. output device
7. EPICS Interface (not yet implemented)
8. data acquisition run (this conceptual subsystem describes the behavior of a data
acquisition run)
9. arbitrary user subsystem
Each subsystem may consist of 0 or more components (i.e. there may be 3 ROC’s mak-
ing up the “readout controllers” subsystem). The minimum system is one ROC, one
event builder, and one analyzer.
2.2.1 State Machine Model of Run Control
Each component is a collection of software and possibly hardware which at any point in
time is in one of several possible states. The state transition diagram shown in Figure 1
describes the behavior of a single component, and of the system as a whole.
Each command (Configure, Download, Prestart, Go, Pause, End, Terminate) is automat-
ically propagated from the system down to each component in a user definable priority
order. If any component fails to successfully make the state transition, the system as a
whole remains in the previous state. Many transitions are performed asychronously
through intermediate states not shown in the figure.
2.2.2 User Definable Run Control Components

2-4 CODA User’'s Manual

Most of the components in a CODA system are pre-defined by CODA and only require
configuring (e.g. setting trigger supervisor options). However, CODA allows for two
different user created subsystems and components: the user’s trigger subsystem & com-
ponents, and the arbitrary user subsystem & components. Each of these components is
defined to Run Control as a remote procedure callable (RPC) service. (The CODA/
EPICS interface will also be defined in this context.)
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FIGURE 1

2.2.3

State Transition Diagram
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The RPC server defines a pre-defined set of entry points which correspond to the set of
state transitions (Create, Config, Download, PreStart, Go, Pause, End, Delete). Values
returned by these RPC routines indicate whether the requested action completed suc-
cessfully, failed, or is still pending (in which case Run Control will periodically request

a status update until it succeeds, fails, or a time-out elapses).

Details of how to create a user defined component will be given in a future application
note.

Run Control Configuration Concepts

The Run Control process is configured through a set of ASCII files, which may be cre-

ated and edited with any text editor. These files are located in a directory pointed to by
the environment variable RCDATABASE. In the simplest case, three files are necessary.
(For more complete descriptions, see Chapter 3.)

The first configuration file is the Run Control Network Definition Fit&letwork It
lists each component (RPC service) in the system by name, and gives its internet
address. Certain components are pre-defined by CODA and are not included in this file.

The second configuration fillsRunTypesdefines a set of “run types”, giving a corre-
spondence between run type names and run type numbers. (Prior to starting a run, the
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user specifies what type of run is desired by entering a run type name. Examples might
be “physics” or “calibration”.)

The third configuration file, the Run Configuration File, specifies a configuration string
(generally the name of another file) for each component to be included in the run. The
name of this file is the name of the run type followed by “.config”,hgsicsconfig

There must be one such file for each defined run type. Each component listed in this file
becomes part of any run of that type. (Calibration runs, for example, may only require a
subset of the ROC's).

The configuration string in the Run Configuration File is used as an argument to the
Config routine of that component. For example, a user may define a component named
ROC3 of type ROC (readout controller). The configuration string will be sent to that
readout controller during the transition to the Configured state. The CODA standard
ROC code interprets this string as the name of a file containing the user’s data acquisi-
tion readout lists (NOTE: in CODA 1.4, this must be the full name of the compiled
object module). In general, the meaning of the string is dependent upon the component
server code.

Run Control User Interface

The user communicates with the Run Control process via a Motif (X11) windows dis-
play. The top level window contains push buttons to control a run (state transitions), as
well as menu selections to implement or disable various experiment control options.
Information on the status of most of the subsystems in CODA can be accessed, each
subsystem interface is created on demand as the user requests a subsystem screen by
clicking on the appropriate menu selection.

Data Analysis & Monitoring

23.1

2.3.2
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The data analysis program, under control of the run control program, reads events from
the event builder, performs some analysis, and optionally writes the events to the event
output subsystem.

Event I/O

Five routines are provided for event I/O: evOpen, evClose, evRead, evWrite and evloctl
(see Chapter 4, Event I/O routines). These routines currently perform I/O to files, and
will eventually be able to read events from the Event Builder and write them to the
Event Recorder. Events are checked on output for conformance to the CEBAF event
format at the outermost level.

Histogram Display

Support is provided for HBOOK routinkssing shared memory (ULTRIX Only). This
allows histograms to be displayed using PA{®hysics Analysis Workstation) as they

are being accumulated. Histograms may be written to disk either by PAW or by the anal-
ysis program, and read back again later with PAW or another analysis program. The
cdumphisutility allows to user to periodically dump histograms to a disk file.

1. HBOOK is a package of histogramming routines, and is part of the CERN program library.
2. PAW is also part of the CERN program library.
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Formatted Event Dump

For diagnostic purposes, there is an event dump utdéfdmg, which can dump event
records obtained from a readout controller, the event builder, the event logger, or an
event file. This program uses information contained in the event, along with an event tag
dictionary (which gives names and titles for each piece of an event), to display an easily
readable dump of a single event. This is helpful to verify operation of the readout con-
trollers (and the corresponding readout lists and hardware), as well as to verify the out-
put of an analysis program.

An X-windows version of this utilityxcefdmp can also display the internal structure of
the event graphically, and displays selected pieces of the event in pop-up windows.
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CHAPTER 3
3

Using CODA

This chapter explains how to use each piece of the CEBAF On-line Data Acquisition
(CODA) system. Examples of configuration files may also be found in the CODA
online examples directory ($CODA/examples/).

3.1 Run Control

In order to gain access to the Run Control program, the user must execute the following
command, either interactively or in a “.login” file

setup coda/l.4
Once this is done, Run Control is started by typing:

RunControl

FIGURE 1.1

Run Control top level window (Motif Interface)

RunControl

File Mastership Preferences  Options

Alarms  Temp

Network Components Slow Controls

Run Type: Unspecified

Last Run

Start Time _
Limit “ Differential

Dormant

1. “setup” is a CEBAF script for gaining access to optional software. If setup is not available, fol-
low instructions in the README file in the CODA distribution.
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At this point, Run Control reads a file of default settings (defined by RCDEFAULTS
environment variable), and then it displays the top level window (see FIGURE 1.1).
Next, two configuration files are read: the Run Control Network Definition file (file
name: rcNetwork), and the Run Type Dictionary file (file name: rcRunTypes). These
files are pointed to by the environment variable RCDATABASE, which is the name of
the directory in which the files rcNetwork and rcRunTypes are to be found. If this envi-
ronment variable is not defined, it defaults to rcDatabase. (Note that the current setup
script for CODA defines RCDATABASE to point to an example directory of demo
files.)

3.1.1 The Network Definition File

Each entry in the network file defines one distributed component (other than the Run
Control process itself) in the data acquisition system. Each entry has the following for-
mat:

componentName number type hostName [command]

Thecomponent namis an arbitrary alphanumeric name by which to refer to this com-
ponent, and is used in other files. The componentberis a number from 0 to 31 used

in data structures created by the component (e.g. readout controllers insert this number
at the head of their bank of data). The compotg#is one of the supported types

given below:

TS -- trigger supervisor

ROC -- readout controller

EB -- event builder

ANA -- analysis

ER -- event recorder

UC -- user defined component
LOG -- console logger

Thehost namas either the IP host name (e.g. xyz.cebaf.gov) or IP address (e.g.
123.45.67.89), and is used along with the component type to find the program on the
network. Each component type is assigned an RPC program number (not user config-
urable), because there can only be one program of a particular number on each host
(RPC restriction), Run Control can only communicate with at most one component of
each type on a single machine. (This restriction will be removed in CODA 2.0.)

The optionatommandnay be used to automatically start the program containing the
component. If RunControl fails to connect to the component during the “Download”
transition (described below), it spawns the listed command, passing it the first four

fields as arguments. That is, it effectively executes the follow