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Abstract 11 

The TRIGGER/CLOCK/SYNC (TCS) distribution system for experiments at the Thomas Jefferson National 12 

Accelerator Facility (TJNAF) 12 GeV upgrade [2] is described.  The TCS system distributes readout trigger 13 

(TRIGGER), system clock (CLOCK), and system synchronization (SYNC) signals for the DAQ system.  The TCS 14 

system also includes system status monitoring.  The TCS distribution system includes Trigger Supervisor (TS)[3] 15 

printed circuit board (PCB), Trigger Distribution (TD)[4] PCB, Trigger Interface (TI)[5] PCB, Signal Distribution 16 

(SD)[6] PCB, VXS crates [7] and optical fibres.  The TS is the main hardware interfacing between the trigger 17 

system[8] and Data Acquisition system (DAQ)[9], and it is the sources for the readout trigger, system clock and 18 

system synchronization signals.  The SD and TD modules are the main fan out hardware.  The TI is the main 19 

hardware interface between the DAQ and the front end electronics.  Bundled optical fibres and the dedicated high 20 

speed point to point connections on VXS connectors are used for signal transmission. 21 

Field Programmable Gate Arrays (FPGA) are utilised on all boards in the system to provide programmability.  22 

The production hardware was intensively tested on the bench.  A small scale of the TCS distribution system is 23 

installed in one experimental hall for DAQ development.  The full system will be implemented by the end of the 24 

year. 25 
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I. INTRODUCTION 1 

The Trigger/Clock/SYNC (TCS) distribution system is designed for the experiments for the Thomas Jefferson 2 

National Accelerator Facility (TJNAF) 12 GeV upgrade.  The accelerator consists of a pair of superconducting 3 

radiofrequency LINACs linked by recirculation arcs for up to five acceleration passes. It serves four experimental 4 

halls with continuous-wave beams at a final energy of up to 12 GeV. 5 

The trigger system uses the detector characters to select the interesting beam target interaction events.  The 6 

pipelined trigger will be formed every 4ns with trigger acceptance rate up to 200 kHz.  The final trigger signal (up to 7 

200 kHz rate) will initiate the detector information readout by the Data Acquisition (DAQ) system. 8 

The DAQ system is built on the VME ReadOut Controller (ROC).  The ROC uses the VME bus to readout the 9 

data from front end modules via VME bus.  Because of the readout overhead, it is more efficient to group the data in 10 

blocks of triggers (events) for readout, especially at high trigger rates.  Each ROC has a fraction of the detector data.  11 

The online computers will assemble the data from all ROCs, and form event, which includes the full detector data.  12 

The DAQ can further select events, and save the data to permanent storage. 13 

TCS distribution system is the hardware interface to bridge the trigger system and the DAQ system.  The TCS 14 

system receives trigger decision from trigger system, and initiate data readout for the DAQ system by distributing 15 

the readout trigger (TRIGGER) signal.  In addition to the trigger distribution, it distributes a universal clock 16 

(CLOCK) of frequency of 250 MHz to pipeline the system.  It distributes an encoded synchronous signal (SYNC) 17 

for the system synchronization.  The front end electronicsô status is monitored by the distribution system, and made 18 

sure the smooth data readout of the experiments.  The TCS signals are sent from TS to TI, while the front-end DAQ 19 

status is sent from TI to TS.  Figure 1 shows a diagram of the distribution scheme. 20 

 21 

Figure 1 Diagram of the trigger and clock distribution system 22 

 23 

The main hardware of TCS distribution system includes a Trigger Supervisor (TS) board, Signal Distribution 24 

(SD) boards, Trigger Distribution (TD) boards, Trigger Interface (TI) boards, VXS crates, and optical fibres.  The 25 

TS board, one SD board, and up to sixteen TD modules are located in the global TCS distribution crate.  One TI 26 

board and one SD board are located in each front end crate. 27 
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The electronics boards are custom designed and produced for the 12 GeV upgrade.  Field Programmable Gate 1 

Arrays (FPGA) are used for TCS generation, control and decoding.   Optical Fibres and high speed differential 2 

backplane connections are used to transmit signals at high speed and long distance.   3 

The TCS distribution hardware will be discussed in the next section.  The system synchronization will be 4 

discussed in the third section.  The TCS distribution system initialization and setup procedure will be discussed in 5 

the fourth section.  And the current status will be briefly discussed in the last section. 6 

 7 

II.  HARDWARE DESCRIPTION 8 

A. Trigger Supervisor(TS) 9 

1) TS Board Overview 10 

The TS board is the very top PCB module in the TCS distribution system.  It is the hardware decision making 11 

module for the Data Acquisition (DAQ) system.  The TS generates TCS signals, and it throttles readout trigger when 12 

the DAQ is BUSY.  The TS board is designed as a VXS crate payload slot #18 board with a physical size of 13 

6Ux160mm.  Figure 2 is a picture of the TS printed circuit board (PCB).   14 

 15 

Figure 2 picture of Trigger Supervisor (TS) printed circuit board  16 

 17 

2) TS Design 18 

The TS accepts level one triggers from the trigger system, processes the trigger signals, generates event readout 19 

triggers and event types, and sends the event readout triggers (or accepted trigger) down to the Trigger Interface (TI) 20 

modules through Signal Distribution (SD) board and the Trigger Distribution (TD) boards to initiate data acquisition 21 

process.  The TS receives three sets of trigger inputs simultaneously.  The first set of trigger inputs is 30 level one 22 
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trigger signals from the Global Trigger Processor (GTP) board through the VME P2 connector user defined pins via 1 

a VME P2 backplane IO card.  The input signals are level shifted from LVPECL to LVDS by Texas Instrument 2 

SN65LVDT100 differential receivers to go into the FPGA.  The receivers also serve as FPGA input protection and 3 

isolation.  The second set of trigger inputs is 30 source synchronous trigger inputs through TS front panel.  These 4 

input signals are received by Maxim MAX8602 discriminator chips, so the inputs are compatible with almost any 5 

differential signal levels.  The discriminator output is +2.5V LVPECL signals, which can directly connect to the 6 

FPGA.  The third set is 15 asynchronous trigger inputs from the generic front panel connector. 7 

The TS supplies a 250 MHz system clock for trigger system and data acquisition system.  The trigger system and 8 

the front end data acquisition modules are pipelined on the 250 MHz clock.  The TS can use its front panel clock 9 

input as the system clock.  This external clock can come from a clock generator, or the CEBAF synchronized clock.  10 

The TS can also use its on-board oscillator as the system clock.  The system clock source is selected by a hardware 11 

switch to be flexible, but less prone to problems.  The clock is distributed to the FPGA, front panel outputs and VXS 12 

P0 backplane by an On-Semi MC100LVEP111 differential clock driver.  The VXS P0 backplane clock is received 13 

by the SD and further fanned out to the TD, then to the TI and the front end electronics.   When the CEBAF 14 

synchronized clock is used as the system clock source, the readout trigger, which is synchronized with the system 15 

clock, could be used as TDC start time or stop time.  16 

To be compatible with earlier design and facilitate the DAQ test, there are sixteen generic differential inputs 17 

(could be trigger, busy or inhibit, etc), twelve generic differential outputs, and ten generic single-end outputs.  There 18 

are also 24 outputs from the FPGA going directly to the six quad-pack LEDs.  SMA connectors are mounted on the 19 

front panel for the external clock input and output.  Using the same front panel space as the SMA connectors, two 20 

QSFP optic transceivers can be loaded.  Through these two transceivers, the TS can connects to two TI boards 21 

directly bypassing the TCS distribution.  The TS can also be configured to drive the VXS P0 as a TI.  The TS is very 22 

flexible in configuration.  It can be used in a large system with up to 128 front end crates, or a small system with just 23 

one crate or several crates. 24 

As a VXS payload board, the TS is compatible with VME64x.  It has VME A24D32 registers for board setup 25 

and monitoring.  It supports A32D32, block, and 2ESST data readout.  It can even be configured as a VME master 26 

board.  Figure 3 is the functional diagram of the TS.   27 
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 1 

Figure 3 TS functional diagram 2 

 3 

3) TS FPGA Design 4 

The main functions of the TS FPGA are event readout trigger and event type generation, SYNC signal 5 

generation, and readout trigger throttling.  Additionally, the TS FPGA has two VME to I
2
C engines and two VME to 6 

JTAG engines.  Each of the I
2
C engines is connected to one switch slot in the VXS crate, to serve as a bridge 7 

between the VME controller and the switch slot electronics.  The JTAG engines connect to the FPGA JTAG port 8 

and PROM JTAG port.  The ports can be used to load the PROM, readout the chip identification codes and user 9 

programmable code.  The TS PROM user code includes the TS board serial number, and TS identification 10 

information.  The TS FPGA user code includes the firmware revision information. 11 

The FPGA built in Digital Clock Manager (DCM) is used to generate the 125MHz and 62.5MHz lower speed 12 

clocks for trigger word serialization.  The generated clocks are also used to keep the system synchronized.  Figure 4 13 

is a functional diagram of the TS FPGA. 14 
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Figure 4  Function diagram of TS FPGA 2 
 3 

3.1 Readout Trigger Generation 4 

After receiving the 75 trigger inputs, the TS pre-scales and enables each inputs independently.  The TS generates 5 

the readout trigger and event type through a multilevel lookup table, which is implemented with the FPGA built-in 6 

block RAM.  The TS can also generate triggers by VME command for system tests.  The TS forms a trigger word 7 

using the readout trigger and event type every 16ns.  The valid readout trigger has to pass the trigger rule check and 8 

trigger throttling logic.  The 16-bit trigger words are serialized by the FPGAôs built in Multi-gigabit Transceivers 9 

(MGT) at 62.5MHz, that is, every 16ns.  The trigger is generated on 250MHz clock and has a time resolution of 4ns.  10 

The fine trigger timing information (which quadrant of the 16ns) is sent as part of the 16-bit trigger word.  Table 1 is 11 

the trigger word definition: 12 

Table 1 Trigger word definition  13 

 14 

Bit 15 Bit 14 Bit 13 Bit12 Bit11 Bit10 Bit 9-0 comment 

1 0 0 1 Quadrant timing Event type GTP major trigger 

1 0 1 0 Quadrant timing Event type Ext major trigger 

1 0 1 1 Four TS partitionsô event types  TS partitioning (4, 3, 2, 1) 

0 1 1 0 Quadrant timing Trigger source/ 

Event type 

TImaster legacy Trigger / 

(TS) VME trigger 

0 1 0 1 Trigger command/Control VME command 

0 1 0 0 TS timer (TS time bit(13:2)) TI Sync check 

0 1 1 1 Trigger content Additional trigger info 
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 1 

As the TS and TI are using the same 250MHz system clock, the elastic buffers inside the MGT are not necessary.  2 

The MGT phase alignment is used to bypass the transmitter elastic buffers to keep the serializer/deserializer latency 3 

at their minimum.  The timing on the receiver signal is not as critical, so the receiving elastic buffer is used for easy 4 

clock domain transition. 5 

3.2 SYNC generation 6 

The TS generates and distributes the SYNC signal.  The SYNC is an encoded four bits serialized command 7 

transferred at 250 Mbps synchronized with the system clock.  Normally, the serial SYNC line stays at logic high (or 8 

ó1ô).  When transferring a SYNC command, the SYNC goes to logic low for one bit, then followed by the 4-bit 9 

command code.  After the 4-bit SYNC command, the SYNC goes to logic high again.  There is a minimum of four 10 

ó1ôs before the next cycle begins.  The 4-bit command is phase aligned to the 62.5 MHz clock used for the trigger 11 

word transfer.  This phase relation is used to synchronize the slower clocks on the TI to the 62.5 MHz clock on TS.  12 

This also limits the two consecutive SYNC command to no less than 64 ns apart.  To facilitate the AC coupled 13 

optical transceivers, the SYNC is Manchester encoded on the TS, and Manchester decoded on the TI.  Table 2 14 

shows some SYNC command codes. 15 

Table 2  SYNC command codes 16 

 17 

4-bit SYNC code SYNC action 

0000 or 1111 Invalid codes 

1101 Front end crate reset, trigger link realignment 

0111 Trigger stop/trigger link disable, and trigger FIFO write counter reset 

0101 Trigger start/trigger link enable, trigger FIFO read counter reset 

0100 Reset the TI GTP status register 

0011 AD9510 re-sync, that is: slower clock phase re-sync 

0010 System clock resynchronization, AD9510 re-sync, DCM reset, MGT reset 

0001 TI VME clock DCM reset, then full reset 

Others To be assigned 

 18 

4) TS FPGA programming 19 

The TS utilizes a Xilinx XC 5VFX70T-2FF1136 FPGA, which needs about 27 Mbit of uncompressed data to 20 

configure.  A Xilinx XCF32P PROM is used in serial mode to configure the FPGA and store the configure file when 21 

the power is off .  When the FPGA configuration bits are compressed, the PROM can hold two versions of the 22 

firmware.  This two versions design makes switching the TS operation modes very easily.   23 

The PROM can be loaded remotely by VME command.  A user defined address modifier (AM) code 0x19 is 24 

used to load the XCF32P PROM by a discrete logic VME to JTAG engine.  This loading does not depend on the 25 

FPGA and works on a bare board from the assembly house.  This process loads one bit of PROM data per VME 26 

transfer.  To increase the efficiency of VME transfer, the second VME to JTAG engine is implemented inside the 27 

FPGA.  With the FPGA internal JTAG engine, 32-bits are loaded into the PROM per VME command.  This process 28 

is much more efficient than that of the discrete JTAG engine, but it works only when the FPGA is programmed and 29 

working. 30 

B. Signal Distribution (SD) board: 31 
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SD is designed as VXS switch slot #B (as physical slot#12 in the 21-slot VXS crate) module with physical size 1 

of 6Ux160mm.  Figure 6 is a picture of the SD card. 2 

 3 

Figure 5  The Signal Distribution Module 4 

 5 

The SD card receives TCS signals from the VXS payload slot#18, and fans out the signals to VXS payload  6 

slot#1-16 through VXS P0 connectors using high speed differential signals.  In the global trigger/clock distribution 7 

crate, the payload slot#18 hosts TS board, and payload slot#1-16 host TD boards.  In the front end crates, the slot#18 8 

hosts a TI board, and slot#1-16 host front end electronics boards(Flash ADC, TDC, etc.) 9 

The SD also receives the BUSY status signals from payload slot#1-16 boards, and merges the BUSY signals and 10 

sends to the payload slot#18 board.  This BUSY status is used to throttle the readout trigger sent from TS to keep the 11 

DAQ system from getting out of synchronization. 12 

The SD has the option to clean up the clock jitter using SiliconLab SL5538 PLL component.  The jitter cleaned 13 

output clock can also be phase delayed.  This gives the option of aligning the front end crate clock phases.  After the 14 

jitter clean-up, the clock jitter of SD clock output is about 1ps, which is close to the measuring limit of our 15 

equipments. 16 

C. Trigger Distribution (TD) board: 17 

The TD is a VXS payload module with a physical size of 6Ux160mm.  Its main function is to fan out the TCS 18 

signals and to collect the front end crate status information using the optical fibres.  Figure 6 is a picture of the TD 19 

board. 20 
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Figure 6 Trigger Distribution (TD) board.  2 

 3 

The TD receives the TCS signals through the VXS P0 connector from TS via SD fan out.  The trigger signal is 4 

re-sampled using the Analog Devicesô ADN2805, a 1.25 Gbps clock and data recovery IC.  The TCS is fanned out 5 

to eight optical transceivers (AVAGO HFBR-7924).  Each optical transceiver drives a set of fibres, and connects to 6 

one TI board in the front end crate. 7 

The TD receives the status from eight TI boards through the optical transceivers.  The status words are 8 

deserialized by the FPGA built-in MGT modules.  The status words include the front end crate (the crate that TI 9 

resides) BUSY, readout acknowledge, trigger received etc.  The TD merges the BUSY signals from eight TI boards, 10 

and sends to the SD, the SD merges the BUSY and sends to the TS.  The TD can assert the BUSY if the number of 11 

events buffered at the front-end crate, which is the difference between the number of triggers it fans out and the 12 

number of readout the front end crate performed, is over a preset limit.  This is used to limit the number of events 13 

buffered on the front end electronics, or the buffer usage on the front end electronics.  The special case is the event 14 

locking readout mode when the preset limit is one. 15 

The TD board utilize a Xilinx XC5V LX30T-1FF665 FPGA and a XCF32P PROM.  When the FPGA bits are not 16 

compressed, the PROM can hold two versions of the FPGA firmware.  When the FPGA program bits are 17 

compressed, the PROM can hold four versions of the firmware.  This multiple versions design makes switching the 18 

TD operation mode very easily. 19 

The PROM can be loaded remotely by VME command.  The mechanism is the same as that implemented on the 20 

TS.  For the details, refer to the TS design description.  Though the TD and TS are residing in the same crate, the TD 21 

and TS are in different slots and they have their own geographic addresses as defined by the VME64x protocol, 22 

there will be no confusion between TS and TD in the VME operation. 23 


