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1 Introduction  
 

The Trigger Interface (TI) module is being designed for the Jefferson Lab 12GeV upgrade, mainly for 

HallD [ (Collaboration G. , 2009)] and Hall-B [ (Collaboration C. , 2009)], with other experimental Halls [ 

(experiments, 1990)] compatibility.  The TI boards are located in data acquisition frontend crates, and are 
responsible for providing a low-jitter system clock, sync signals and fixed latency trigger signals for the Front-end 

readout boards in the crates.  The modules also merge the front-end crate status and generate a BUSY signal to 

request the Trigger Supervisor (TS) to pause the trigger.  For the detailed description, refer to the Trigger 
Distribution system design document [Trigger Distribution].  Figure 1a shows the placement of the TI modules in 

the global trigger distribution scheme in experiment setup.  Figure 1b shows the crate level diagram 

 
Figure 1a: 

 

 
Figure 1b: 
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The TI shares the same PCB design as the Trigger Distribution (TD) board.  The TI board has simple 

Trigger Supervisor (TS) functions built in.  The TI can act as a subsystem trigger supervisor when used 

independently.  The TI board can have optionally eight optic fibers populated, and distribute Trigger/Clock/Sync 
to another 8 (eight) TI boards.  A subsystem with up to nine crates can be setup without a real TS module.  The TI 

also has the flexibility to select the trigger and clock inputs from central trigger system or local (sub-system) 

trigger system. 

 

2 Purpose of the module 
 

TI board is positioned in the last slot of the front-end data acquisition crate, and connects to a TD module in 

the global trigger distribution crate.  This is done using a four channels full -duplex fiber link, which provides a 
gigabit trigger link, global 250MHz clock and synchronization link to phase lock the trigger and initialize the 

system.  The trigger link uses a reference clock derived from the 250MHz global pipeline clock allowing a trigger 

word to be distributed every 4 global pipeline clock cycles.  Depending on the trigger word type the TI can issue a 

crate level trigger condition through the VXS switch port B. The trigger bits are sent to a Signal Distribution (SD) 
module that distributes these signals to all front-end modules in the crate. The TI also accepts status signals from 

the SD module, which is the logical OR of the status signals from all the other front-end modules. These status 

signals can be transmitted back to the TS through the fiber link to slow down or inhibit further distribution of 
triggers until the status has been resolved.  For now, the status includes a BUSY only.  When the BUSY is set, the 

front end boards are requesting for trigger inhibit.  The assertion of a status signal will create a dead-time in the 

data acquisition system which should be a rare occurrence since the data acquisition is being designed to handle 
the full trigger rate that can occur from the physics events.  The dead time will be monitored and recorded by the 

Trigger Supervisor board. 



 5 

The TI can also perform simple Trigger Supervisor functions.  In test setup or commissioning setup, the TI 
can perform as a TI Master (TM).  In this case, it can take inputs from its front panel and generate trigger/clock 

like a TS, it can sends the trigger, clock, and SYNC to the backplane (P0 and P2) like a TI, and it can send the 

trigger, clock and SYNC to the front panel fibers like a TD.  With the TM, a test setup can include up to nine (9) 

crates.  Figure 2a shows the setup.  Figure 2b shows the crate level diagram.   

Figure 2a 

 

Figure 2b 
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The TI FPGA firmware is compatible with the TImaster mode and the standard TI mode.  The firmware 
senses the TI clock setting.  If the TI clock source is set to onboard oscillator or front panel ECL input, the TI is in 

TM mode, or else, the TI is in standard mode.  For the TM mode, the TRG/SYNC used in the TM is similar to the 

TRG/SYNC sent in the optical transceiver.  The TRG/SYN is looped back within the FPGA and decoded the 

same way as a standard TI board.  Some registers are valid on the TM only, as these registers are specific to the 
TS function.  The TM can be used by itself in the setup.  It can also drive another up to eight TIs if the setup 

needs be expanded. 

When the TI is in standard TI mode, it can have two HFBR-7924 modules stuffed.  In this case, one can 
receive trigger from system TS, while the other can receive trigger from a sub-system TS.  One TID can be 

located in any payload slots in a front-end crate, and configured as a subsystem TS.  This configuration requires 

an extra optical transceiver on the TI module, and an extra TID board be configured as a subsystem TS with fiber 
outputs.  Each optical transceiver module costs about $400.  For a subsystem with eight crates, the extra cost is 

about $10K (extra optic fiber included).  The benefit is that the subsystem can have independent control without 

affecting the other subsystem.  That is a lot of flexibility: independent subsystem control, independent subsystem 

calibration etc.  This is called a luxury option.  Refer to figure 3a for the setup.  Figure 3b shows the crate level 

diagram 

 

Figure 3a: 

 
 

Figure 3b: 
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There is another direct connection between the TI and switch slot A board (CTP or GTP) and switch slot B 
board (SD).  This link can be used to transfer data between the TI board and the switch slot boards.  It is natural to 

implement the link at 250 Mbps using the system clock, or 500 Mbps with DDR technique.  If the Data 

acquisition function is built in the SD, the SD can collect and assemble events at the trigger by trigger basis, 
which provides a redundant data readout path.  The SD/CTP can send their data to the TI, and the TI combines the 

data with its own data event by event.  The data can be readout through VME (there is no direct VME access to 

the switch slot A and switch slot B) 

With a mezzanine board, the TI is backward compatible with Trigger Supervisor Rev2 module.  The TI 
with the mezzanine card will behave the same way as TI_Rev2 (produced in the year of 2001) board with added 

functionality. 

For non-VXS crate (or non-VXS data acquisition modules), the TI will send trigger/clock/Sync to Row-C 
on VME P2 connector.  With a fan out board, the trigger/clock/SYNC are distributed to the frontend data 

acquisition modules (CAEN VX1290 TDC for example), and the BUSY from these modules are summed in the 

fan out module, and sent back to the TI. 

 

3 Functional Descriptions 
 

3.1 General description 
Figure 4 shows the block diagram of the TI module, indicating the major components used in the design.  

The HFBR-7924 is the multi-channel (4 Rx, 4 Tx) fiber link that the TI fans out/receives a low-jitter (<3ps RMS) 
250MHz global pipeline clock, serialized 16bit trigger words, and a sync signal used in producing a synchronized 

trigger.  The AD9510 is the main clock driver and gets synchronized lower frequency clocks.  The Xilinx 
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XC5VLX30T is used to encode/decode the trigger words at 16ns, to interface with the VME, to control the 
working mode etc.  The P0 is compatible with the VXS payload slots, which matches with GTP, CTP, SD 

positioned in switch slots. 

 

Figure 4: Trigger Interface Block Diagram 

 



 9 

 



 10 

 
 

3.2 Fiber links  
The HFBR-7924 is the multi-channel (4 Rx, 4 Tx) fiber optic link for the TI.  For some TImaster boards, all 

the eight HFBR-7924 transceivers will be installed, so each can support another eight front end data acquisition 

crates.  For the standard TI in the front end crates and global trigger crate, One (maybe two) HFBR-7924 

transceiver will be installed, to receive the trigger/clock/sync from central trigger (and subsystem trigger). 

The HFBR_7924 is chosen over the HFBR-7934, because the HFBR-7924 is about $100 cheaper per piece, 

and there is no visible performance degradation comparing with HFBR-7934. [GU, 2010] 

The first pair (Tx/Rx) is used to transfer trigger words from TD to TI, and status from TI to TD.  The 

second pair is used to transmit the 250MHz clock from TD to TI.  The third pair is used to transmit the SYNC 

from TD to TI.  The TI to TD links on second pair and third pair are not used. 

The fourth pair (Tx/Rx) is looped back on the TD for fiber length (latency) measurement.  The fiber 

numbers #2, #3, #4, #6, #7 and #8 on TImaster are looped back by a short trace on the PCB between the HFBR 
Tx and Rx pads.  The fiber#1 and #5 are controlled by the FPGA.  For TImaster, the FPGA loops back the 

signals; for standard TI, the FPGA generates a pulse and receives the loopback pulse.  By measuring the delay, 

the fiber delay is measured. 

 

3.3: Clock Distribution  
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One of the TIôs major functions is the pipeline clock distribution.  There are four possible sources for the 
250MHz clock: óonboard oscillatorô, óexternal clock input from twisted pair cableô, óoptical fiber input from 

central trigger HFBR#1ô and óoptical fiber input from subsystem trigger HFBR#2ô.  The five clock sources will be 

multiplexed.  There will be only one 250MHz clock running on the TI.  The clock is multiplexed by a 

MC100EP57 chip and go to the AD9510 CLK1 input, and the output of the AD9510 drives all the outputs.  In 

TImaster mode, The clock is fanned out by the MC100LVEP111 2:1:10 clock driver to the optic transceivers. 

Three clocks (with frequencies of 250 MHz, 125 MHz, and 31.25 MHz) are distributed to the P0 

backplane.  One On-Semiconductorsô NB4N840M and two NB6L72 are used to switch the clocks, so that, the 
switch slot #A and switch slot #B can get two clocks.  Each clock could be any of the three frequencies.  The 

NB6L72 is also used as a level shifter from CML to LVPECL. 

The clock is also distributed to the front panel connectors via ECL on twisted pair cables and VME P2 

backplane user defined pins for VME ADC or TDC modules, which are NOT VXS compatible. 

The CAEN V1290 TDC will get a synchronized 41.67MHz clock through TID P2 connector via a fan out 

board in the crate, instead of the nominal 40MHz onboard oscillator frequency, because there will be too much 

effort involved to generate a system wide synchronized 40MHz clock, and the V1290 can be calibrated to accept 

the 41.67 MHz clock. 

An eight-bit on board switch will be used to select the clock sources except for the AD9510, which will be 

set by the switch, but the setting can be over written by the FPGA firmware (and software). 

 

Figure 5 shows the TID clock distribution diagram: 

 
 

The clock is distributed in (LVP)ECL levels to keep the low jitter and low skew (faster propagation).  The 

LVDS clock is used to drive the FPGA for easy termination. 



 12 

The global 250MHz clock signal received over the fiber runs the L1 trigger pipeline electronics and nearly 
all of the front-end modules. Several front-end modules require this clock to have low-jitter and so the clock 

signal is buffered with components that contribute low-jitter, including the fiber driver and receiver. Figure 3c 

shows a measurement of the jitter contribution from the fiber driver/receiver pair, including a small increase in 

clock jitter (roughly 1.6ps additive jitter from the fiber driver/receiver with 150m of fiber between them) by GU et 
al.  [ (GU, 2010)].  Careful component selection, signaling, and layout techniques are employed to minimize 

overall clock jitter.  The SD board can further clean up the jitter by its PLL chips. 

 
Figure 6: Global Clock (250 MHz) Jitter  

 

 
 

 

3.4a TImaster trigger generation: 
Figure 7a shows the trigger generation as TImaster.  This logic is similar to the trigger generation on TS.  

The loopback trigger is used on TImaster, which is dealt similarly as the fiber inputs on TI boards. 
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Figure 7a:  TImaster trigger generation 

 

3.4b Trigger  distribution:  
Figure 7 shows the trigger distribution on TI.  The TI receives the trigger signal by the optical fiber and 

decoded by the FPGA.  The trigger is sent to the fan out buffer then to the P0 backplane and other connectors.  
When the TI is in TImaster mode, the TM takes the trigger from the front panel input and send to the SD in 

gigabit serial mode (encoded) or pulse mode, and it also sent to the fiber in encoded format, though the HFBR#1, 

#2, #3 and #4 are identical, and HFBR#5, #6, #7 and #8 are identical.  (Surely, these two groups can be the same 

too).  The independent choices of the trigger enable the versatile functions of the TI. 

Figure 7, Trigger distribution 


